3 (Sem—2) STS

2016

STATISTICS
( General )

( Probability and Distribution )

Full Marks : 60

Time : 3 hours

The figures in the margin indicate full marks
for the questions

Answer either in English or in Assamese

1. Answer the following as directed : 1x7=7
©oR 2R FRThIpIR Tes faw - '

(a) If A 1s a certain event, then
P(A)="?
I A bl fAPSS 161 =T, (o3
P(A)="?
(b) Define mutually exclusive events.
R WO(19 FieR] el |

(c) Under what condition

* 5 oS
P(A/B)=P(A)?
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(2 )

(d) When p=gq, binomial distribution will
be

( Fill in the blank )
@RS p = g, faom 364 = |

(24l 3% o T4 )

() For Poisson distribution, means=
standard deviation.

( Write True or False )
{5 IBT AT, T = AWIE {56 |

( 377 1 =7 v )

() If X and Y are two independent random
variables, then

covariance (X, Y)="7
I X WE Y 70 FoF IM0E 5o 2, (O

covariance (X, Y) =7

(g) Under what conditions binomial

distribution tends to normal
distribution?

f& 56 o oM 3D PN IR TN
DI ?
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(3 )

2. Answer the following questions : 2x4=8
Go] 2NCARS Te fuw

(a) Give the mathematical definition of
probability.

seifer afdfes sigsr |
(b) Prove that
E(X?) 2 (E(X))*

where X is a random variable.

294 9] (¥
E(X?) 2 (E (X))*

TS X 901 IMRS a1 |
(c) State any two characteristics of Poisson
distribution.
5 3% T (AT 761 4 e 91 |
(d) State Chebyshev’s lemma.
CORIRCOT AT TEHY F97 |
3. Answer any three questions : 5x3=15
R e fefbt epem Tex fran

(a) For any two events A and B, prove that
A S B 761 R (I W61 IR, AN I @

P(AB)< P(A)< P(A+B)< P(A)+ P|(B)
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( 4 ) (S )

(b) State and prove addition theorem of M P(A) = p,, P(B)= p, SI¥ P(AB) = p,
mathematical expectation. - ' 57, (903 Sferedt
A Ao @R Toem TeEY IR A () P(A+B)
! i) P(A/B)
(c) Establish the relationship between u, (i) P(AB)
and p.. Also find p, in terms of raw | _
moments. (tv) P(AB)
(v) P(AB)

L, S u, TS T=4E T I 1 W, T T . -
(TR A SIS ey 0 | (vy) P(A /B)

- vii) P(B /A
(d) Define Bernoulli’s trials and derive (iy P(B/A)

binomial distribution. (b) (i) State and prove Bayes’ theorem of
e SR e fra e faom 3% el probability. °
9 SBIROR @29 ooy TCEY TR AN
<91
(e) Explain central limit theorem and give . Bxnlal e ]
an example. (iij Explain weak law of large numbers. 4
338 YR 74 AN i F41
@RS FTE T A T HF GO TR
fra | (c) The distribution of a random variable X
| 1s given by :
4. Answer any three questions : 10x3=30 e 5o X IGTCH! were Teme 791 A
R e fofebr e s il X . -3 2 -1 0 1 2 3
= 1 1 1
(a) If P(A)= p,, P(B)=p, and P(AB) = p3, P(X = x) L § € 0 2¢ 2 g

then find
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( 6 ) (7 )

Find (Sferedr) (e) () Write the probability density

| function of normal distribution and

y C state its characteristics. 2+4=06
(i) E(X) T IH=E TS TG Fole {13 A%
(it) V(X) 2q1S TR TCEY 97|

(i) If X~ N =30, 0 =2),
- Y ~ N =50, 6 =5)

(v) V2X +95) then find the distribution of
U=X+2Y and V =2X +5Y where X

and Y are independent variables.
2+2=4

(iv) E2X +5)

Vi) P(X <-2)

(vii) P(X > 2)
iy X ~ Nu =30, 6 =2),
Y~ Nu=50, ¢ =5

(d (1 For a Dbinomial distribution,
mean = 10 and variance = 8. Find n, G U=X+2Y & V=2X+3Y

p,gand PO<X<2), PO<X<]. 5 3% s 3 TS X HE Y 1 TR

5 |
GOl %% 9944 QR T8 =10 HF 25

=8 A, n, p, g AF PO<X<?2),
PO < X < 1R I fered |

N K

(ii) Under what conditions binomial
distribution tends to Poisson
distribution? Find the variance of
Poisson distribution. 5 1

& 56 eoee faem ITA, W5 IDAT I
529 7 2[5 IDA] AT o1 e |

m —— —— . ——— ., -
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