(N For a simple regression model
Ui = o+ BX;+ & i=1,2,.., 7, find the

100 (1-a)% confidence interval for
mean response at a particular value of

the regression variable X.
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1.  Answer the following questions as directed :

1x7=7

(a) As variability due to chance decreases,
the value of F will

(i) increase
(ii) decrease
(iii) stay the same

(iv) Can’t tell from the given
information
(Choose the correct option)
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(b) The degree of freedom associated with

(c)

(@)

error mean of squares in two-way
classification (with one observation per
cell) is :
i n-1
(i) k-1
(ii) (n—-1)(k-1)
(iv)] nk-1
(Choose the correct option)

The term ZZ (v - !71'0)2 in one-way
i W\

ANOVA is called
(i) Variance :
(i) Total sum of squares

(iii) Sum of squares due to treatrhents

(iv) Error sum of squares

(Choose the correct option) .

The equation that describes how the
response variable (Y) is related to the
explanatory variable (X) is

(i) the correlation model
(i) the regression model

(iii) used to compare the correlation

coefficient
(iv) None of the above
(Choose the correct option)
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(e) SSE cannot be
(i) larger than SST
(i) smaller than SST
(iiij) equal to none

(iv) equal to zero
(Choose the correct option)

() 1f the coefficient of determination is
equal to 1, then the correlation
coefficient

(i) must also be equal to 1
(ii) can be either -1 or +1

(iii) can be any value between -1
and 1
(iv) must be -1
(Choose the correct option)

(g)‘ If the coefficient of determination is
0-64, the correlation coefficient

(i) is 0-529
(i) could be either 0-80 or —0-80
(iii) must be positive

(iv) must be negative
(Choose the correct option)
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: i briefly :
2. Answer the following questions gx4=8

State some applicaﬁons of analysis of

(@) 1
variance. !

(b). What is the difference between R? and
adj R2.

(c) Define linear model.

(d) Consider the model
Y, =if+e;i=12 3
are independent

where ¢, & and &3 :
ariance o2, 202

with ‘zero mean and V.

and 302 respectively. Find the meap _

and variance of
Y +Y+Y,

T
6

.3. Answer any three of the following
hen 5x3=15

questions :

(a) There are 3 observations indepe;idently ;

drawn such that

y=6+&
Yp=6+6,+&
Ys=b6,+¢3

where 6; and 6, are unknown
parameters and ¢, & and g3 are i.i.d.

N ( 0, 0'2). Find the best linear unbiased
estimator (BLUE) of 6; and 6,.
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(b) Let Y=oy +ayx; + & i=1, 2y 1.0
where x/s are fixed covariates and ¢/s

are i.i.d. N(O, 0’2) random variables.

Suppose @; and @, are least square

estimators of ¢ and «, respectively.
Given the following data :

10 10 10 _
>x; =0, x2 =21, xy; =21,
i=1 i=1 i=1

10 10
Zyi =12, ny =58,

i=1 i=1

Show that correlation coefficient

' between &; and @, is zero.

(c). Define analysis of variance (AoV). Write
down the assumptions involved in AoV.

: 2+3=5
. (d) Using the following data :
: ! Y : 65 57 57 54 66
X :.26 13 16 -7 27
Estimate the regression line
Y=a+pX.
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(e) Write short notes on : 2Y+2%=5
(i) Coefficient of determination
. (i) Parametric function
4. = Answer any three of the following :
10x3=30

(a) Define estimable function. Let Y1, Ya,
Y3 be uncorrelated observations
with common variance o2 and

E(Y3) =6 + 65, where 6/s; i=1,2,3 are
unknown parameters. Show: that
6,-6,, 6,—6; and 6,—-6; are each
estimable.

(b) (i) State the Gauss-Markov theorem.

(i) Let Y1, Y2,Ys be uncorrelated
observations with common variance

E(y3)=a1+a2, where a; and oy
are unknown parameters. Show

that T=w§—ﬂ§- is the Best
Linear Unbiased Estimator of

a1+a2.
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(c)

(@)

(e)

Derive the analysis of variance for two-
way classification data with one
observation per cell under fixed effect
model.

There are 4 observations independently
drawn such that

Yh=h+ea
Yp=Po+ &
Yz =ps+ &3

Ys=P+Po+Pa+fs

where B, f,, f; and B, are unknown

. parameters and ¢g/s, i=1,2,3,4 are

independently and identically
distributed normal variables with mean
zero and known variance 2. Find the
variance of the unbiased estimator of

ﬂl: 182: ,33 and ﬂ4 5

Define simple linear regression model.
Write the basic assumptions of simple
linear regression model. Estimate the
parameters of the model.

2+3+5=10
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