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(Sampling Distributions)

Full Marks': 60 """
~+- /Time : Three hours

~The figures-in the margin indicate
Jull marks for the questions.
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1. Answer the following questions as directed :
- 1x7=7

(a)“ g Dé_ﬁné “ rpai'érri‘éiz:ef." SiEEaY

(b) The probability of type I error is called
(Fill. in the blank)
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~o(f)11-The hull hypothesis -is' the hypothesis

~ which is 'tested for possible rejection
2risbiiunder 'the 'assumption ithat 'is true.

(Write True or False)

«-(C) “The wvalue of ‘test statistic’'which
- separates the critical region and the

L4

: *accéptancé'region is called the A
(Choose the correct optzor})‘ :

(§)  critical value _.(g) The ratio of a standard ‘normal variate .
) & ; to the square root of an independent
Chi-square variate divided by its degree

- .-of freedom. : (Choose the. correct option)

(@) test value

Cu

(i) . probability value
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(iv) None of the above - i ""“Sftudeh;c-’s'ﬂt

rrodttrd (ll) ('Fisher’s it -

(d) The square of a standard normal variate
- is.called  (Choose the correct option)

(iii) F statistic

(i)  Chi-square variate with n d.f.- atzat fiv): \"1Z7test‘.z;£ inshib a2

(i) © t variate rerth 5 1o viraqoig avitibbh’ svond Bhk
' 2. Answer the following questions .

(iij) Chi-square iate wi i i
) q variate with 1 ,,d'f";/}: (@) Define sampling distribution of a

o fedt ovorg qoddd b sy ditw colturdiniaib
‘ ) ‘ » : »
g ‘ ({3 o Disti nish: vean tupe: “"d e II
(e) - Write the cumulative distribution ''(b) > Distinguish between type I an type
error, . . o i o :

1";»;- - function of smallest order statistic,
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#1a5(c) o Write! ftwo ‘apphcatlons iof‘ - statistic.

i “’i*”*\' { STranieli

3. Answer dny hfeé questlons from the
jfnf'ifrﬂﬂ L5 161007 QI8P o] 5x3 15

)> ‘Discuss ‘the application of F-test in
testing homogeneity of two variances. -

(b) Find the cumulative “distribution
- function of X(n). .

(c) Discuss different large: sample tests.

(@ State and prove additive property of a _
s fn s Chl-square variate. R

(e) If ai: statistic t follows sstudent’s t-
distribution with n d.f., then prove that
.2 follows. Snedecor’s F- dlstnbutlonemth

(1,n) d.f. St iR
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(b) Lety Xyya Xp, ooy Xyi= besassirandom

sample from a! populatlon ‘with

1820 108 3 ¢ i X ial & e
c nt1nuous dens1ty Show that
n) is xponent1a1
ahragabii Y 1ol brs
a it d,,paramétgr{ na | 1f; a,:gdnonly if X;is
exponential Wlth parameter 1. 10
{a) Derive the 'p of Ch1 square
distribution. 10
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(b) In a Ea&dqm and 'la}”ge“sglxl‘pll,e, prove (b) State and prove the relation between t,

that F and %2 distribution. 1] 10
% AvLJ a1l it r Ry n np') H*Ix:,s»r \i\f‘:} S
{ £ i 2 vn?— 10

follows a Ch1 square d1str1but10n
_ appropriately w1th (k 1) degrees of
~ freedom, when n; is the observed
frequency and np; is the correepondmg
expected fréquency ‘of the'ith class

(i=1, 5, Aopydlnesimid ) 10
i=1
his Answer either 6. .(a) ori 6. (b)! i
6. (a) Let X1 and X2 be a randem eample & jos

size 2'from" N (0; i) and Yy’ ‘and Y, be a

-.random sample of size 2. from N (1, 1)
and let Y;’s be 1ndependent of X;’s. Find
the distribution of the’ followmg

e +X) E
(l) (X2— 1)24 o e

ey -——————-—(Y‘+ Yz‘—2)2 of Samipehiidey o1 .8
. (X, —X1)2 R 50
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